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Introduction

Language Models (LMs)

• LM is a core topic in the computational linguistic / natural language processing
(NLP) field.

• By applying different types of LMs, many various NLP tasks can be addressed (at
least to some extent).

Definition
Language Models are models that assign possibilities to sequences of words1.

Basically, LMs are used for prediction.

1Jurafsky and Martin (2008)
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Introduction

Language Models

2

- Predicting the probability of a sentence.

- Predicting the probability of a word given its context by applying the chain rule of probability.

- Predicting the probability of a word given its previous word by applying the Markov assumption, i.e.
the bigram model.

2https://humanloop.com/blog/how-good-is-gpt-3-in-practice
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Introduction

Different Types of Language Models

• N-Gram Language Models
• n-gram: a sequence of n words
• Predicting the probability of one word based on its previous

(N − 1) words.

• Neural Network Based Language Models
• Transformer-Based Language Models
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Introduction

Different Types of Language Models

• N-Gram Language Models

• Neural Network Based Language Models

• Predicting the next word in a sequence by its
previous words based on neural network
structures, like RNN, LSTM...

• Adopting a more powerful method to represent
words, i.e. the word embedding, a
semantically meaningful vector.

• Transformer-Based Language Models

Figure 1: An Example of RNN language model
structurea

ahttps://medium.com/@florijan.stamenkovic_99541/
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Introduction

Different Types of Language Models

• N-Gram Language Models
• Neural Network Based Language Models
• Transformer-Based Language Models

• Transformer: A network structure
based on the self-attention
mechanism.

• An improvement compared with
NN-based models: A sequence
processing method that eliminates
recurrent connections.

Figure 2: Collection of some transformer-based
modelsa

ahttps://www.factored.ai/2021/09/21/
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Transformer-Based Language Models

Transformer-Based Language Models
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Transformer-Based Language Models

Structure of Transformer Model3

• Composed of two parts, Encoder (left) and
Decoder (right).

• Both parts contain modules that can be stacked on
top of each other multiple times.

• Core module parts: Multi-head attention and feed
forward layers.

• Inputs and Outputs first embedded into an n-dim
space.

• Positional embedding offers positional information.

3Vaswani et al. (2017)
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Transformer-Based Language Models

Structure of BERT

• BERT: Bidirectional Encoder Representations
from Transformers

• Has two pre-training tasks:
1. Masked Language Modeling (MLM)
2. Next Sentence Prediction (NSP)

• An autoencoder model, self-supervised training
objectives (no need for labeled data in
pre-training) Figure 3: The structure of BERTab

ahttps://paperswithcode.com/lib/allennlp
bDevlin et al. (2016)
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Transformer-Based Language Models

Sizes of Transformer-Based Models

Figure 4: Overview of sizes of recent large language models4

4Bender et al. (2021)
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Transformer-Based Language Models

Pre-Training Fine-Tuning Paradigm

• First pre-training model on large general raw
language data.

• Then fine-tuning the model’s parameters by using
relatively small amount of labeled data so that the
model can be applied in a specific field or task.

• Basically a transfer learning method.

• Most transform-based models adopt this paradigm,
so they are also called Pretrained Language
Models (PLMs).

Figure 5: Pre-training Fine-tuning Paradigm
Devlin et al. (2016)
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Transformer-Based Language Models

Sentence Transformers

Motivation

• Original transformer-based models can only encode texts on the word level.

• Many language processing tasks are handled on the sentence or even document level, such
as question answering, document classification, sentiment analysis etc.

Overview

• Modification of pre-trained language models.

• Use siamese and triplet network structures

• Derive semantically meaningful sentence embeddings that can be compared to each other
by using cosine-similarity.
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Transformer-Based Language Models

Structure of SBERT

• Add a pooling operation to the output
of BERT.

• Derive a fixed size sentence embedding.
• Create siamese and triplet networks to

update the weights in the fine-tuning.

Figure 6: SBERT Architecture. Reimers and Gurevych
(2019)
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An Application of Sentence Transformers in
Question Answering Task

An Application of Sentence Transformers in Question
Answering Task
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An Application of Sentence Transformers in
Question Answering Task

Task Description

Question Answering (QA)

• Basically a system that allows a user to ask a question in natural language and
receive an answer quickly5.

• A classical NLP task that can be applied in many scenarios, such as search engine,
chatbot, information retrieval, conversational AI etc.

• Another perspective: answer matching and selection6.

5Hirschman and Gaizauskas (2001)
6Feng et al. (2015)
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An Application of Sentence Transformers in
Question Answering Task

Task Description

Goal

• Fine-tune a pre-trained sentence transformer model that can be used for selecting
the proper answers to a given question from a given pool of candidate
answers.

Subtasks

1. How to select and fine-tune a sentence transformer?

2. How is the fine-tuned sentence transformer model used for answer selection?
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An Application of Sentence Transformers in
Question Answering Task

Dataset Introduction I

• Dataset: InsuranceQA, created by IBM Watson researchers.

• Contents: Questions and answers in the insurance domain, original data from the website
Insurance Library.

• Composed of training and evaluation parts. Each question has a pool of 100 possible
answers, some of which are true answers (ground truth).
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An Application of Sentence Transformers in
Question Answering Task

Dataset Introduction II
• Data Structure: <Domain><TAB><QUESTION><TAB><Groundtruth><TAB><Pool>
<QUESTION> is represented by the tokens in the form of index. <Groundtruth> and
<POOL> are represented by the labels of answer.

Figure 7: Example of a data item

• 12,889 questions in training set, 4,000 questions in evaluation set, 27,413 answers totally.
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An Application of Sentence Transformers in
Question Answering Task

Data Preparation for Fine-Tuning

• Convert the original training set into the form of sentence pairs with a label.

• For each question in the original training set, create two sentence pairs as the inputs
for model fine-tuning.

1. Select the first answer from the <Groundtruth> to compose the positive sentence
pair (labeling 1).

2. Randomly select one answer from the <POOL> to compose the negative pair (labeling
2).
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An Application of Sentence Transformers in
Question Answering Task

Model Selection

• First select a pre-trained sentence transformer for later fine-tuning.

• Research on the zero-shot performance of different transformers on the insurance QA task.

• Accuracy and running time are considered.
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An Application of Sentence Transformers in
Question Answering Task

Fine-Tuning Details

• Model: Fine-tune the pre-trained sentence transformer
"paraphrase-TinyBERT-L6-v2"

• Training data size: 25,778 question-answer pairs

• Batch size: 64

• Epoch: 1

• Loss function: cosine similarity
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An Application of Sentence Transformers in
Question Answering Task

Evaluation and Result I

Evaluation Method

• Use the fine-tuned sentence transformer to encode the question and all answers in
the pool.

• Compute the cosine similarity score between all answers and the given question and
select the answer with the highest score as the predicted answer.

• Check if the predicted answer is in the ground truth set.
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An Application of Sentence Transformers in
Question Answering Task

Evaluation and Result II

Result By fine-tuning with the domain data, the accuracy of the QA system has been
significantly improved, rising from 0.2664 to 0.4867 with an increasing of 82.7%.
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Summary
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Summary

Summary

• Language models are basically used for predicting the probability of texts or words
and are widely applied in the NLP field.

• Transformer-based language models are most commonly used for various NLP
problems nowadays, especially in the "Pre-training fine-tuning paradigm".

• Sentence Transformer is a modification of pre-trained language models to derive
semantically meaningful sentence embeddings.

• The experiment of the fine-tuned sentence transformer applied on InsuranceQA
corpus proves that through fine-tuning, the sentence transformer has learned
stronger representation ability in the insurance domain.
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Thanks for your attention!
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