
Trees, Waves and Friends - Group Work

Maria Zielenbach

May 2023

Tree Tasks
1. Read through the short summary of the Tree Model. Have a look at the examples. How does the

figure in example 1 depict the basic assumptions of the Tree Model?

2. Trick question: Try to subgroup the dialects in the table of example 2. (Nein = no, Ja = yes, teils =
partially) Dutch (Niederländisch) represents the older stage, all Ja and teils fields are innovations.

3. Read through the short summary of traditional Lexicostatistics. Have a look at example 3. How
did Grimes & Grimes get from the similarities in fig. 1 to the classification in fig. 3?

4. Trick question: Compare the sound correspondences proposed by Voorhoeve (1994) with the Tree
infered by Grimes & Grimes (1984). Can you find any matches between isoglosses in Voorhoeve’s
correspondences and the subgroupings in the Tree?

5. Read through the short summary of Bayesian Phylogenetics and have a look at example 4.

6. Compare the consensus tree and the densitree in the example (note: they show different lan-
guages!). What are the advantages and disadvantages of the two trees?

7. Imagine you encounter a language tree in the literature. What information would you need in order
to know on which method it is based? Which steps would you take to evaluate the tree?

8. Try to fill out the first three rows of the table on p. 9. Which similarities and differences do you
notice between the models?

9. What do you like or don’t like about the Tree Model and the methods used to infer Trees? Can
you think of cases for which it is not applicable? Which problems did you encounter in the trick
questions?
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The Traditional Tree Model
The Tree Model (Germ. Stammbaummodell) is the model in historical linguistics. It is usually attributed
to German philologist August Schleicher (1821-1868), however, there are language trees that precede
Schleicher’s (1853) paper (cf. List et al. (2016)).

“Aus der Art und Weise, wie sämmtliche indogermanische Sprachen unter einander ver-
wandt sind, schloss man nun mit Recht, dass sie aus einer Urspache entsprungen seien, dass
eine Nation, das indogermanische Urvolk, sich mit der Zeit in jene acht Völker getheilt
habe, von denen jedes in ähnlicher Weise sich später wieder differenziirte, bis endlich die
Mannigfaltigkeit unserer Epoche erstand.” (Schleicher 1853: 786)

What does it do and what does it assume?
• The Tree Model assumes that language diversify through abrupt splits from an ancestor language

and isolated development of the new varieties.
• Related languages are sorted into smaller genetic groups (‘subgrouping’) based on shared innova-

tions established through the Historical Comparative Method. The languages in these subgroups
are more closely related.

• Contact phenomena (e.g. borrowing) are treated as a kind of anomaly since the Tree Model only
considers inherited material (‘vertical descent’).

How are the findings depicted and how to evaluate them?
• Traditional Trees usually proceed from top to bottom or left to right, with the proto-language

(German Ursprache) at the top or left side.
• Every node in the tree represents a split. The language that heads the node is the proto-language

from which the languages at the end of each line below the node developed. All languages below
a node form a subgroup.

Example 1 – Semitic

This family tree for the Semitic languages was proposed by Rubin (2008). You can see that there is one
primary split from Proto-Semitic into West Semitic and East Semitic. This split is based on the following
shared innovations:

• West Semitic innovated a suffixing past tense from participles + enclitic pronouns that replaced
the older prefixing past

• East Semitic innovated a new perfect tense with an infix -t-

• East Semitic innovated a set of possessive adjectives

These three innovations are uniquely shared between the West or East Semitic languages.
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Example 2 – West Germanic dialect continuum
The following table shows phonetic features of several West Germanic dialects in the Netherlands and
Germany.
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Traditional Lexicostatistics
Traditional Lexicostatistics is an early quantitative approach to genetic classification based on shared
lexicon. It was developed in the 1950s by Morris Swadesh (1909-1967) with the aim to introduce a
means for dating branching events.

“[T]he fundamental everyday vocabulary of any language – as against the specialized or
"cultural" vocabulary – changes at a relatively constant rate. The percentage of retained
elements in a suitable test vocabulary therefore indicates the elapsed time.” (Swadesh
1952: 452)

What does it do and what does it assume?
• Lexicostatistics measures relatedness between two languages based on lexical similarity.
• Standardized word lists (‘Swadesh lists’) are use which cover is allegedly ‘stable’ vocabulary

which is unlikely to be borrowed (‘basic vocabulary’).
• Lexicostatistics assumes that lexical similarity of basic vocabulary is lost at a consonant rate, this

is used to date branching events = glottochronology (in analogy to carbon dating)

How are the findings depicted and how to evaluate them?
• Sometimes the results of a lexicostatistic survey are depicted in a tree, these can be read like

traditional trees (but be careful: they are based on a completely different methods).
• Another means of depicting lexicostatistic results are matrices that show the similarity between

each compared language.

Example 3 – The North Halmahera Languages
The North Halmahera languages are a small Papuan (non-Austronesian) family of about 10 languages,
spoken in the North Moluccas (East Indonesia). In 1994, Grimes & Grimes published a lexicostatistic
survey of the languages and proposed a classification which is now used in Glottolog (cf fig. 3). The
classification is based on similarity, according to the percentages scheme shown in fig. 2.
The sound correspondences in fig. 4 were proposed by Voorhoeve (1994).

Figure 1: Lexicostatistic matrix for North Halmahera
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Figure 2: Percentages scheme

Figure 3: Classification of NH according to Grimes & Grimes

Bayesian Phylogenetics
Bayesian Phylogenetics is a new method for doing lexicostatistics which is based on methods from biol-
ogy and Bayesian statistics. It is claimed to balance out the shortcomings of Traditional Lexicostatistics
and Traditional Trees. It is very important to understand that it is not just a ‘modern’ method to infer a
genetic Tree but that it relies on different theoretical and methodological assumptions (cf Carling et al.
(2022)).

“The approach infers a sample of trees that have a high probability of explaining the patterns
in the data under a specified model of character change.” (Greenhill et al. 2021: 229)

What does it do and what does it assume?
• Bayesian Phylogenetics can process large data sets (better than humans).
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Figure 4: Sound correspondences according to Voorhoeve (1994)

• It can: “evaluate subgrouping hypothesis”, “date language divergences”, “estimate ancestral states”,
“infer rates of change in lexical and grammatical traits”, “test hypotheses of functional dependen-
cies in linguistic features”, “infer geographic homelands and migration routes” (Greenhill et al.
2021: 228-229)

• Instead of one tree, a a bunch of trees (forest) is generated. The trees in the forest are rated due to
their probability. There are different ways to generate forests.

• Like lexicostatistics, Bayesian phylogenetics can be misused, especially when non-specialists take
data from random languages without establishing relatedness or cognacy first.

• The data comes in the form of word lists (e.g. Swadesh’s 200-meaning list), coded for cognacy
beforehand.

• Bayesian phylogenetics does not directly use sound changes as diagnostics for subgrouping, in-
stead cognates are assumed to entail these innovations.

• Splits are dated based on historical information which is then extrapolated to parts of the tree
for which no historical records exist, instead of using set rates for all language families (‘relaxed
clock’).

How are the findings depicted and how to evaluate them?
• Consensus trees show the common denominator of the forest, the little numbers next to the branches

show the probability of each subgroup (‘clade’) aka the percentage of generated trees in the forest
that include this subgroup

• Densitrees show all probably generated trees on top of each other and hence the uncertainties

Example 4 – Austronesian
The following classifications of Austronesian languages were published in Greenhill & Gray (2009) and
Greenhill (2021). They show different languages.
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Figure 5: Consensus Tree for Austronesian
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Figure 6: Densitree for Austronesian

8



how do languages diversify? what is a subgroup? which method? what kind of data is used? how is it depicted?
Trad. Tree Model

Trad. Lexicostatistics

Bayesian Phylogenetics

Trad. Wave Model

Hist. Glottometry
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Wave Tasks
1. Read through the short summary of the traditional Wave Model. Have a look at the examples.

2. The figure in example 5 shows the ‘original’ isogloss map by Bloomfield. In which ways does it
illustrate the basic assumptions of the Wave Model, and which assumptions aren’t depicted?

3. Let’s have a look at the West Germanic dialects in example 2 again. Draw a rudimentary isogloss
map for the features in the table.

4. Read through the short summary of Historical Glottometry. Have a look at example 7.

5. How does the glottometric diagram in example 7 differ from Bloomfield’s isogloss map? Which
subgroups have a high cohesiveness or subgroupiness?

6. Trick question: Can you infer from the glottometric diagram in which order the innovations took
place?

7. Try to fill out the remaining rows of the table on p. 9.

8. What do you like or don’t like about the Wave Model and Historical Glottometry? Can you think
of cases for which it is not applicable? Which problems did you encounter in the trick question?
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The Traditional Wave Model
The Wave Model (German Wellentheorie) was developed as an alternative to the Tree Model. It is usually
attributed to Johannes Schmidt (1843-1901, Schmidt (1872)) but was actually proposed a little earlier by
Hugo Schuchardt (1842-1927, Schuchardt (1868), cf also Schuchardt (1885)).

“Ich möchte an [stelle des baumes] das bild der welle setzen, welche sich in concentrischen
mit der entfernung vom mittelpunkte immer schwächer werdenden ringen ausbreitet.” (Schmidt
1872: 27)

What does it do and what does it assume?
• The Wave Model assumes that dialect continuums are the most common state of languages (lan-

guages are never uniform, huge intra-language variation is the norm), therefore the Wave Model
claims to have greater historical accuracy than the Tree Model.

• Innovations are assumed to start in one variety and then ‘wave’ over adjacent varieties which adopt
the innovations, likewise innovations within a variety (e.g. sound changes) start in one word and
then ‘wave’ over to other words. Diversification evolves through slow divergence of varieties first
into dialects and then into languages.

• “Since later changes may not cover the same area, there may be no sharp boundaries between
neighbouring dialects or languages; rather, the greater the distance between them, the fewer lin-
guistic traits dialects or languages may share.” (Campbell 2013: 188)

How are the findings depicted and how to evaluate them?
• ‘Wave diagrams’ usually show a number of languages/varieties, displayed according to their geo-

graphic location. This depiction was popularized by Bloomfield (1933)316.
• Lines are used to show the overlapping shared features, all varieties within a circle share a specific

feature.

Example 5 – Bloomfield’s isoglosses for Indo-European
This is the isogloss map published by Bloomfield (1933) which served as role model for many depictions
of the Wave Model.

Example 6 – West Germanic dialect continuum
The following table shows phonetic features of several West Germanic dialects in the Netherlands and
Germany.
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Historical Glottometry
Glottometry was devised by Alexandre François and Siva Kalyan as a modern, Wave Model-based alter-
native to the Tree Model.

“The objective of Historical Glottometry is to identify genealogical subgroups in a language
family, and measure their relative strengths so as to assess their historical patterns of distri-
bution across social networks.” (François 2014: 173)

What does it do and what does it assume?
• Historical Glottometry adopts the basic assumptions of the Wave Model that innovations ‘wave’

over varieties and languages develop from dialect continuums. On the other hand, it also assumes
that ‘related’ varieties are derived from the same common ancestor. It therefore mostly deals with
‘waves’ within related (and mutual intelligible) varieties.

• The Historical Comparative Method is used to find shared features between languages.
• Varieties can belong to several diffusion areas (unlike in Trees where every variety or subgroups is

headed by one node). “[I]t is often the case [...] that an innovation only spreads partway through a
population before that population splits. In this situation, an innovation need not be passed on to
all of the descendants of the language it occurs in, but only to some of them.” (Kalyan & François
2019: 168)

• Historical Glottometry accepts that languages may diversify due to splits, but such cases are re-
garded as rare and a special case of ‘waves’.

How are the findings depicted and how to evaluate them?
• The diagrams are similar to isogloss maps but the thickness and darkness of the lines is used to

show degrees of relationship.
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• The darkness of the lines shows the ‘cohesiveness’ of a subgroup: “the proportion of support-
ing evidence with respect to the entire set of relevant evidence” (how many innovations does a
subgroup share compared to the total number of scrutinized innovations?)

• The thickness of the lines shows the ‘subgroupiness’: “the product of the cohesiveness rate (k)
with the number of exclusively shared innovations” (how many innovations does a subgroup share
compared to the total number of scrutinized innovations and how many does it share exclusively?)
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Example 7 – The languages auf Vanuatu
This diagram shows subgroups of languages of Vanuatu, more precisely of the Torres and Banks islands
(Kalyan & François 2018).
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